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Abstract Aharoni et al. [3] proved the max-flow min-cut theorem for countable
networks, namely that in every countable network with finite edge capacities,
there exists a flow and a cut such that the flow saturates all outgoing edges of
the cut and is zero on all incoming edges. In this paper, we formalize their proof
in Isabelle/HOL and thereby identify and fix several problems with their proof.
We also provide a simpler proof for networks where the total outgoing capacity
of all vertices other than the source and the sink is finite. This proof is based on
the max-flow min-cut theorem for finite networks. As a use case, we formalize a
characterization theorem for relation lifting on discrete probability distributions
and two of its applications.
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1 Introduction

The max-flow min-cut theorem for finite networks [16] has wide-spread appli-
cations: network analysis, optimization, scheduling, etc. Aharoni et al. [3] have
generalized this theorem to countable networks, i.e., graphs with countably many
vertices and edges, as follows:

Theorem 1 Let A = (V,E,s,t,c) be a directed graph with countably many edges
E CV xV, vertices s and t, and a capacity function c :: E — Rx>q. There exists
a flow f and an s-t-cut C such that f saturates all outgoing edges e of C, i.e.
fle) =c(e), and is 0 on all incoming edges.

The countable max-flow min-cut theorem is used, e.g., in probability [33] and
programming language theory [26], privacy [9], and for random walks [32]. Here,
we formalize this theorem in Isabelle, along with further applications.
Traditionally, the max-flow min-cut theorem is stated in terms of equality of
values: The value of the maximum flow is equal to the value of the minimum
cut. Here, a flow f :: E = Ry( assigns values to the edges of A such that the
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Fig. 1 A countable network with a flow and a cut of infinite value.

incoming and outgoing amounts in every vertex are the same, except for the source
s and the sink ¢. The value |f| is the amount that leaves the source s, i.e., |f| =
> zeour(s) f(s,2) where OUT (z) = {y | (z,y) € E}. Dually, an s-t-cut partitions
the vertices into two sets (C,V — (') such that C' contains the source s but not
the sink ¢. Its value |C] is the total capacity of the edges that leave C: |C| =
> ccour(c) cle) where OUT(C) = {(z,y) e E [z € C Ay & C}.

For finite networks, the equality-of-values condition |f| = |C| is equivalent to
the flow f saturating the cut C. In infinite networks, the saturation condition is
preferable. For example, Fig. 1 shows a network with source s and sink ¢ and
countably many vertices z;. The edge capacities are given as white rounded rect-
angles on the edges. The black rectangles denote a flow f and the vertices in the
grey area form a cut C'. The flow f saturates the outgoing edges of C' and we have
|f| = oo = |C|. However, there is another flow g given by g(e) = 1/2f(e) that sends
only half the amount of f. Still, |g| = co = |C|. So the equality-of-values condition
does not distinguish between f and g. Yet, we should consider only f a maximum
flow, not g, as one can obviously increase g on some edges. The cut-saturation
condition achieves this as it compares the finite capacities of individual edges with
the flow through them.

This subtlety highlights the main challenge in proving the max-flow min-cut
theorem for countable networks: avoiding infinite summations. Aharoni et al.’s
proof performs an elaborate dance around this problem, transforming the network
several times on the way. Our formalization follows these steps through all the
transformations (Sect. 3) until the problem is reduced to finding a matching in an
infinite bipartite graph. The original proof then jumps back to arbitrary networks.
Our proof forks into two proofs: The first takes a shortcut to a significantly simpler
argument based on the max-flow min-cut theorem for finite networks (Sect. 4.1).
This shortcut works only for networks where the sum of the capacities of the
outgoing edges of any vertex other than the source and the sink is finite. This
condition is met in some applications [9,26]. The second proof follows the original
(Sect. 4.2).

As a use case, we formalize a characterization theorem for relation lifting over
discrete probability distributions following Sack and Zhang [33] (Sect. 7). We apply
the characterization to prove two properties: First, the functor law for discrete
probabilities over the category of relations, which is key in justifying datatype
recursion through discrete probability distributions [11]. Second, parametricity of
the fixpoint operator on discrete subprobabilities, which is crucial in showing that
a probabilistic programming language is parametric [26].

Our main contributions are as follows:
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— We formalize Aharoni et al.’s strong version of the max-flow min-cut theorem
for countable networks in Isabelle/HOL. The formalization has clarified the
definitions and theorems and has revealed several problems in the original
proofs (Sect. 6), which we have fixed. In particular, the reduction to bipartite
graphs did not work as expected and required more general theorems.

— We give a considerably simpler proof for the case when every inner vertex
of a network has only finite total outgoing capacity. This local boundedness
assumption allows us to reuse Lammich and Sefidgar’s formalization of the
max-flow min-cut theorem for finite networks [23] by applying a majorised
convergence argument.

— We formalize for the first time the characterization theorem for relation lift-
ing over discrete probability distributions. Sack and Zhang’s [33] proof needs
the general max-flow min-cut theorem. We tweak their proof a bit so that
the bounded version of the max-flow min-cut theorem suffices. This small
twist arguably simplifies the original proof by removing three case distinctions.
Moreover, we give short proofs of two properties about discrete probabilities
using the characterization. Other formalizations already build on these prop-
erties [17,26,27].

Neither of the two max-flow min-cut proofs requires a large background theory;
basic notions like infinite summations, monotone and majorised convergence, and
fixpoints of increasing functions suffice. The formalization therefore does not rely
on specific Isabelle/HOL features and could have been done similarly in other
systems like HOL4 and Cogq.

This paper first presents the corrected proof using conventional mathematical
notation (Sects. 2-4). Informal proofs for the theorem and lemmas can be found
in the accompanying report [29]. We discuss the formalization aspects in Sect. 5
and the problems with the original proof in Sect. 6. The lifting characterization
and its applications are presented in Sect. 7.

The formalization of the max-flow min-cut theorem started in 2015 and a
first version was published in the Archive of Formal Proofs in 2016. Unless noted
otherwise, this paper describes the cleaned-up version for Isabelle2021 [25], which
also includes the simpler proof for the bounded case. An earlier version of this
paper has been published in [28]. This paper additionally includes the applications
(Sect. 7) and discusses more of the problems we have found in Aharoni et al.’s proof
(Sect. 6).

2 Graphs, Networks, and Webs

In this section, we introduce the relevant notions for graphs, networks, and webs.
The terminology and notation follows [3] to ease the comparison and make the
presentation accessible to mathematicians. Formalization considerations will be
discussed in Sect. 5.

Definition 1 (Graph) A (directed) graph G = (V, E) consists of a set of vertices
V and a set of directed edges £ C V x V. A graph is countable iff its set of edges
is countable. The neighbours of a vertex x € V are given by OUTg(z) = {vy |
(z,y) € E} and INg(z) = {y | (y,z) € E'}. If the graph G is obvious from the
context, we drop the subscript G.
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Fig. 2 Example of a network (left) and a flow (values of 0 are omitted) with an orthogonal
cut, and the corresponding web (right) with a maximal wave (black rectangles) and its set
of terminal vertices (grey circles). Capacities and weights are shown as labels in rounded
rectangles.

Given a function f :: E — Ryxg, the in-degree dy =V — RS, of f given
by d; (z) = ZyEIN(a:) f(y,x) assigns to each vertex z € V the sum of f over all
incoming edges to x. Analogously, d}L(x) = ZyeOUT(I) f(z,y) denotes f’s out-

degree of x € V. If d}"(z) =0, then x is a sink for f. The set SINK(f) denotes the
set of sinks for f.

Definition 2 (Network) A network A = (V,E,s,t,c) is a graph (V, E) with
two dedicated vertices, the source s and the sink ¢, and a capacity function c ::
E — R>¢. A network is countable iff the graph is countable.

Definition 3 (Flow) For a network A = (V, E,s,t,¢), a flow f : E — R in
A satisfies

1. (Capacity restriction) f(z,y) < c¢(z,y) for all (z,y) € E, and
2. (Kirchhoff’s 1°* law) dy () = dj{(x) foralz e V —{s,t}.

The value |f| of a flow f is f’s out-degree of s: |f| = d}'(s).

Definition 4 (Orthogonal cut) In a network A = (V| E, s,t, ¢), a set of vertices
Cisacutiff s€ Candt¢ C. A cut C is orthogonal to a flow f iff f saturates
all edges going out of C (i.e., f(z,y) = c(x,y) for all (z,y) € F with z € C and
y ¢ C) and f is zero on all edges entering C (i.e., f(z,y) = 0 for all (z,y) € E
with ¢ ¢ C and y € C).

We have already seen an orthogonal pair of a flow of infinite value and a cut in
Fig. 1. Another example of an orthogonal flow-cut pair of value 9 is shown in Fig. 2
on the left.

A network constrains the capacities of the edges in a graph, but the throughput
of a vertex is unconstrained. So the sums on the two sides of Kirchhoff’s first law
may be infinite. To avoid such infinite sums, a web constrains the throughput of
a vertex and leaves the edge capacity unconstrained. Section 3.1 explains how to
convert between networks and webs.

Definition 5 (Web) A web I' = (V,E, A, B,w) is a graph (V, E) with two sets
of vertices A, B C V (the sides A and B) and a weight function w :: V' — Rx.
We refer to the components of I' by Vi, Er, Ar, Br, and wr.
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Fig. 3 The network and web from Fig. 2 with a different flow (left) and a web-flow (right).

The two vertex sets A and B correspond to the source and sink of a network,
respectively. Currents in a web take the role of flows in a network. The difference
is that vertices may leak some of the incoming current (condition 2), i.e., they
need not preserve the current.

Definition 6 (Current) Given a web I' = (V, E, A, B,w), a current f :: E —
R>( satisfies

1. (weight restriction) d (z) < w(x) and d}'(x) <w(z) for all x € V,
2. (flow reflection) d (z) > d}r(x) forallz € V — A, and
3. (side restriction) d} (z) = 0 for z € A and d}' (y) =0 for y € B.

A current f is called a web-flow if d (z) = d}'(w) forallz € V- (AUB). If

d}r(w) > w(z), then f ezhausts z. If x € A or dy (z) > w(x), then f saturates z.
A saturated sink x is called terminal. The set of saturated vertices is written as
SAT(f) and the set of terminal vertices as TER(f) = SAT(f) N SINK(f).

Figure 2 shows an example web on the right where the weight of the vertices are
shown in rounded rectangles. It is derived from the network on the left as we will
see in Sect. 3.1. The black rectangles specify a current f whose terminal vertices
TER(f) are shown in grey. It exhausts none of the vertices. The current f is not
a web-flow because some vertices are leaking, e.g., d; (bc) =7 > 6 = d}"(bc).

Figure 3 shows a different flow and current for same network and web, respec-
tively. The flow on the left differs from the one in Fig. 2 only in that three units are
routed through (s, a) and (a, ¢) instead of through (s,b) and (b, ¢). So the vertex c
now mixes the units coming from a with the three units coming from b and outputs
five of them to d and one to e. On the right, a web-flow is shown, which refines
the flow on the left as will be explained in Sect. 3.1. The light-grey area contains
the exhausted vertices, namely ad, cd, and ce. There are no terminal vertices as
the three sinks dt, et, and eb are disjoint from the saturated vertices sa, sb, ad,
cd, and ce.

Definition 7 (Essential vertex) Given sets of vertices S and B in a graph
G = (V,E), a vertex x € S is essential in S iff there is a path from x to a vertex
in B which does not contain a vertex in S — {z}. The set of essential vertices of S
is written as g, B(9).

Definition 8 (Separation and roofing) A set S of vertices in graph G separates
a vertex = from a set of vertices B iff every path from z to a vertex in B contains a
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vertex in S. The set S is said to separate a set of vertices A from B iff it separates
every vertex in A from B.

The roofing of S and B (notation RFg p(S)) consists of all vertices which
S separates from B. The strict roofing excludes essential vertices: RFg p(S) =
RFq, B(S) — Ea,B(S).

In a web I' = (V,E, A, B,w), S is A-B-separating iff it separates A and
B. If f is a current in I', we abbreviate £(f) = £r,g(TER(f)) and RF(f) =
RFp,5(TER(f)) and RF®(f) = RF%. 5 (TER()).

In the web in Fig. 2, the grey vertices TER(f) separate A from B. The vertex
ac is not essential in TER(f) as all paths from ac to B pass either through cd or
ce, which are both in TER(f). The roofing RF (f) contains all the vertices to the
left of ad, cd, and ce, inclusive, i.e., RF(f) = {sa, sb, ac, bc, ad, eb, cd, ce}. The
strict roofing RF°(f) excludes the essential vertices ad, eb, and ce. Since ac is not
essential in TER(f), the strict roofing includes ac.

Lemma 1 ([2, Lemma 2.14]) If S separates A from B in G, so does Eg,g(S5).

The key tool for the proof is the concept of a wave. Waves are currents whose
terminal vertices separate A from B and which are zero outside of the roofing
of the terminal vertices. Intuitively, a wave’s essential terminal vertices identify
a bottleneck in the web: since the wave saturates them, all other separating sets
between the A side and the terminal vertices must allow at least the same current.

Definition 9 (Wave) A current f in I" is a wave iff TER(f) is A-B-separating
and d}'(x) =0 for = ¢ RF(f).

In Fig. 2, the current f is 0 outside of RF(f), i.e., on the edges entering B. So f
is a wave. Conversely, the web-flow g in Fig. 3 is not a wave as TER(g) = {} does
not separate A from B.

3 From Networks to Bipartite Webs and Back

Aharoni et al.’s proof proceeds in four steps [3]:

1. Transform the network into a web.

2. Find a maximal wave in the web. Its roofing determines the cut.

3. Trim the wave, i.e., reduce the wave such that strictly roofed vertices preserve
the current.

4. Extend the wave to a web-flow. This uses a reduction to bipartite webs in
which every current is a web-flow by definition.

In this section, we cover these steps up to the reduction to bipartite webs. The
next section takes care of actually finding a suitable current in the bipartite web.

3.1 From Networks to Webs

The first step reduces a network A to a web, which we denote by web(A). Every
edge e becomes a vertex of web(A) with weight c(e). Every two incident edges
(z,y) and (y,z) in the network induce an edge between the vertices (z,y) and
(y,2) in web(A). The side A consists of the edges leaving s and B of the edges
entering ¢. Formally:
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Vweb(A) =FEa Eweb(A) = {((I7y)7 (y,z)) | ($>y) € EaN (y,z) € EA}
Aweb(A) = {(Svy) | (S»y) € EA} Bweb(A) = {(Z‘,t) | (l‘,t) € EA}
Wweb(A) (6) = c(e)

For example, Figs. 2 and 3 show the same network A on the left and the corre-
sponding web web(A) on the right. Webs have the advantage over networks that
the current makes explicit how the incoming flow is split up into the outgoing
edges of a vertex. In Fig. 3, e.g., the web-flow on the right specifies that the three
units flowing from sa to ac split up into two units going to c¢d and one unit going
to ce. The flow in the network on the left cannot express this detail: the vertex
¢ mixes the two incoming flows of 3 units each and distributes somehow into five
and one outgoing units.

Webs therefore allow us to capture flow preservation more precisely than net-
works. For if a flow f through a network vertex z is infinite, then flow preservation
at = merely states that both sums are infinite: d; (z) = d}"(m) = o0o. This creates
problems if we want to subtract two infinite flows f and g from one another be-
cause d; (z) — dg (¥) = 0o — oo is not meaningful. So even if both f and g satisfy
Kirchhoff’s first law at a vertex, it is not clear that their difference f — g satisfies
it. In the corresponding web, in contrast, a web-flow g specifies precisely the finite
amount each incoming edge contributes to each outgoing edge. So for a web-flow
or current g, the sums d (z) and df () are finite because they are bounded by
the finite vertex weights, i.e., the edge capacities in the network. Accordingly, sub-
traction of flows has nice algebraic properties such as d; (z) — dg (z) = d}_ (z) if
fzg

We next transfer the orthogonality notion from networks to webs. We show
that an A-B-separating set S and an orthogonal web-flow f in web(A) induce a
cut S and an orthogonal flow f in the original network A. Figure 3 illustrates the
reduction: The flow f in the network A on the left corresponds to the web-flow f
in web(A) on the right. The set £(SAT(f)) in grey on the right is orthogonal to
the web-flow f and yields the cut S on the left.

Definition 10 (Orthogonal current) Let I' = (V, E, A, B,w) be a web. A set
of vertices S is orthogonal to a current f iff

(i) df (z) =w(z) for x € S — A,
(ii) d}'(m) = w(z) for z € (SN A) — B, and
(i) f(z,y) =0 for x € V —RF°(S) and y € RF(S).

Intuitively, an orthogonal current exhausts the vertices in S unless the vertex
belongs to both sides. Condition (iii) ensures that nothing flows back into the
roofed vertices. For example, the web-flow in Fig. 4 is not orthogonal to the vertices
in the grey area, because one unit flows from the essential vertex ce back to the
roofed vertex eb.

Lemma 2 (Reduction from networks to webs) Let A = (V,E,s,t,c) be a
network with s # t and no outgoing edge from t and no direct edge from s to t.
Suppose that all edges have positive capacity, i.e., c(e) > 0 for e € E.

(a) Let f be a web-flow in web(A). Define f by f(e) = max(d}'(e),d;(e)) for
e € E. Then, f is a flow in A.
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Fig. 4 A separating set (grey area) that Fig. 5 A trimming of the wave from
is not orthogonal to the shown web-flow. Fig. 2.

(b) Let S be an A-B-separating set in web(A). Define S = REA (i3 ({z | Jy. (2,9) €
E(S)}). Then S is a cut in A. R

(c) Let an A-B-separating set S be orthogonal to a web-flow f. Then S is orthog-
onal to f.

By this lemma, to find a cut and an orthogonal flow in a network A, it suffices
to find a separating set of vertices in web(A) and an orthogonal web-flow f. In the
next section, we focus on finding a suitable separating set, namely the terminal
vertices of a maximal wave.

3.2 Maximal Waves and Trimmings

Wayves and currents can be ordered pointwise: if f and g are waves or currents
inI" = (V,E, A, B,w), then f < g iff f(e) < g(e) for all e € E. The waves in a
countable web form a chain-complete partial order (ccpo), and so do the currents.
Therefore, every countable web contains a maximal wave [3, Cor. 4.4] by Zorn’s
lemma.

Recall that a wave’s terminal vertices describe a bottleneck in the web. Intu-
itively, the maximal wave identifies a narrowest bottleneck in the web: Roughly
speaking, the roofed part cannot contain a tighter bottleneck because if so, the
current could not saturate the terminal vertices due to the flow reflection condi-
tion. Conversely, if a separating set beyond the terminal vertices formed a tighter
bottleneck, then we could extend the wave and saturate that smaller bottleneck,
which contradicts maximality. Here, it is crucial that a wave may partially leak
the incoming current of some vertices, i.e., they need not preserve the current.

A trimming of a wave reduces the current such that the incoming current is
preserved on the strict roofing. For example, the wave in Fig. 2 on the right is
maximal. Its trimming is shown in Fig. 5. The current is reduced on the edge from
sb to bc from 7 to 6 and on the edge from sa to ac from 4 to 0.

Definition 11 (Trimming) Let f be a wave in I' = (V, E, A, B,w). A wave g is
called a trimming of f iff

(i) g<f,

(ii) df (z) = dy (z) for all z € RF°(f) — A, and
(iii) £(TER(g)) — A = E(TER(f)) — A.
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of Fig. 2 with a linkage. wave, but the zero wave is a hindrance.

Lemma 3 ([3, Lemma 4.8]) Every wave in a countable web has a trimming.

Proof The trimming for a wave f is constructed as the transfinite fixpoint iteration
of the one-step trimming function trim, starting at f. For a wave g, trimi(g)
picks some strictly roofed vertex z where Kirchhoff’s first law does not hold, i.e.,
z € RF°(g) — AAdJ (2) # dj (2). Then, trimi reduces the current on z’s incoming

+ z
edges by the factor jg,gzi so that Kirchhoff’s first law holds at z afterwards.
9
. 9(y, ) if g is a trimming
trim1(g)(y, z) = 4t (2)

if £ = z then RO g(y, ) else g(y,z) if such a z exists

The fixpoint exists by Bourbaki-Witt’s fixpoint theorem [12] as trim1 is decreas-
ing, i.e., trim1(g) < g, and the set of waves g with g < f is a chain-complete partial
order w.r.t. >. The proof that the fixpoint satisfies the trimming conditions relies
on d' and d~ being point-wise order-continuous, which holds by monotone con-
vergence as the web is countable. a

3.3 A Linkage in the Quotient of a Web

The trimming of a maximal wave f describes the first half of the web-flow we are
looking for (Fig. 5). For the second half, we consider the residual web beyond f’s
terminal vertices, which is called the quotient I'/f. Figure 6 shows the quotient
for the web and wave f from Fig. 2. The essential terminal vertices of the wave
become the side A. The quotient does not include the roofed vertex eb even though
it is reachable from E(TER(f)) as we want to construct an orthogonal current and
nothing may flow back into roofed vertices. The formal definition is a bit compli-
cated so that it also works when there are edges between vertices in E(TER(f))
or when E(TER(f)) contains vertices from B. The details are discussed in Sect. 6.

Definition 12 (Quotient) Let I' = (V, E, A, B,w) and f be a wave in I". The
quotient I'/ f is the following web:

Viyp =Vr = RFr(f) U(TERr(f) N Br))

Eryy =A{(z,y) € Er |z ¢ RF(f) Ny ¢ RFr(f)}
Arsy =Er(TERr(f)) — (Br — Ar)

Bryy  =DBr

wpy () = w(z) forz € Vp — (RFE(f) U (TER(f) N Br))
P70 for z € TERp(f) N Br
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In the quotient I'/f, we now look for a web-flow g that saturates all vertices in
A, i.e., TER(f). Such a web-flow is called a linkage. Then, the web-flow in I" is
given by the trimming of f plus g. Figure 6 shows such a linkage; together with
the trimmed wave from Fig. 5, they form the orthogonal web-flow whose reduction
(Lemma 2) yields the network flow shown in Fig. 2.

Definition 13 (Linkage [3, Def. 4.1]) A web-flow finaweb I' = (V, E, A, B,w)
is called a linkage iff f exhausts all vertices in A, i.e., d}"(a) = w(a) for all a € A.

Under what conditions does a web I contain a linkage? Certainly, there must
not be a bottleneck beyond the A side. Waves describe such bottlenecks. So if the
zero wave is the only wave in I', then the A side is the only bottleneck. Moreover,
we need that all vertices in A are essential for separation unless their weight is 0.
For example, the web in Fig. 7 contains only the zero wave, but not a linkage. The
problem is that the vertex as with weight 1 is bottlenecked by the zero-weight
vertex z € E(TER(0)). Such a situation is called a hindrance.

Definition 14 (Hindrance, looseness, [3, Def. 4.5]) A wave f in a web I" =
(V,E, A, B,w) is a >e-hindrance iff there is a vertex a € A—E(TER(f)) such that
e < w(a) — d}'(a). Also, f is a hindrance iff there exists a € > 0 such that f is a
>e-hindrance. A web is called hindered (respectively >e-hindered) iff it contains
a hindrance (respectively a >e-hindrance). A web is called loose iff it contains no
non-zero wave and the zero wave is not a hindrance.

Lemma 4 ([3]) If f is a mazimal wave in the web I', then I'/ f is loose.

3.4 Reduction to Bipartite Webs

To find linkages in countable loose webs, Aharoni et al. [3] transform webs into
bipartite webs. A web 2 = (V, E, A, B,w) is bipartite iff there are only edges from
nodes in A to nodes in B, i.e.,if V=AUBand ANB=0and £ C A x B.

We briefly review the transformation described in [1]; Fig. 8 shows an example.
In this section, we always assume that the web I' = (V, E, A, B, w) has no incoming
edges to vertices in A, no outgoing edges from vertices in B, no loops, and that
A and B are disjoint. In the bipartite web bp(I"), there are two copies x’ and
x" for every vertex x € V — (AU B). Vertices *+ € A and y € B only have
one copy z' and y”, respectively. The edges are Eyp,ry = {(z',y") | (z,y) €
E}yU{(z',2") |z € V — (AU B)} and the sides Ap,(r) = {2’ |z € V — B} and
Bpp(ry = {z" | € V — A} and the weight function w(z’) = w(z) for z € V — B
and w(z") = w(z) for z € V — A.

An A-B-separating set S in bp(I") induces an A-B-separating set Sin I given
by §: (AsﬁBs)U(AﬂAs)U(BﬂBs) where Ag = {U | v € S} and Bg =
{v | v" € S} [1]. Moreover, a wave f in bp(I") induces a wave f in I" given by

F(z,y) = f(a',y") for (z,y) € E with TER(f) = TERpp(r(f) [3, Lemma 6.3].
Lemma 5 If I" is loose, then bp(I") is unhindered.

Aharoni et al. wrongly claimed the stronger statement that if I" is loose then bp(I")
is loose [3, below Thm. 6.5]. We provide a counterexample in Sect. 6. Note that
the reduction bp does not preserve unhinderedness either.
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Fig. 8 An unhindered web I" (left) and Fig. 9 A linkage g in bp(I") (left) that
its bipartite reduction bp(I') (right). The yields a linkage (right) in the web I from
wave f in bp(I") induces the wave f in I'. Fig. 8 by trimming g at vertex .

Conversely, a linkage g in bp(I") yields a linkage in I as illustrated in Fig. 9: For
g as defined above, we have d;‘ (a) =df (a’) = w(a) fora € Ar and dg(x) > dz (z)
for all x ¢ B. So the out-flow of some vertices may surpass the in-flow, e.g., = in
Fig. 9. Analogously to the trimming of waves, we can trim ¢ using a fixpoint
iteration to obtain the linkage in I'.

Lemma 6 ([3]) If bp(I") contains a linkage and I" is countable, then I" contains
a linkage.

4 Linkability in unhindered bipartite webs

By the results in Sect. 3, the max-flow min-cut theorem for the countable case
(Thm. 1) follows from the following theorem, which we prove in this section.

Theorem 2 (Bipartite linkability) A countable unhindered bipartite web con-
tains a linkage.

In fact, we present two ways how to construct such a linkage in an unhindered
bipartite web. Both ways enumerate the vertices in A = {a1, a2, as,...} and con-
struct a sequence of web-flows f; that exhaust {a1,...,a;} so that the limit f
exhausts all of A. The difference is in how the f; are constructed and in the limit
argument. In Sect. 4.1, each f; is constructed independently as the limit of maxi-
mum flows in a finite network; the existence and the linkage property of the limit
for these f; themselves is shown using diagonalization and majorised convergence.
Unfortunately, this construction only works if the neighbours of any a; vertex have
finite total weight.

In contrast, fi4+1 in Sect. 4.2 saturates a;4+1 by extending the previous web-flow
fi with a sequence of augmenting flows in the so-called residual network, similar to
how classic max-flow algorithms for finite networks work [15]. This construction
avoids taking infinite summations and thus yields a proof of Thm. 2 without
additional assumptions. However, the proof is more involved than in the bounded
case.
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4.1 The Bounded Case

We first prove Thm. 2 for the case where the neighbours of each vertex in A have
only bounded total weight, i.e., ZyEOUT(z) w(y) < oo for all z € A. The general
case is shown in the next section.

The next lemma states the crucial property of unhindered bipartite webs,
namely that the total weight of any finite set of A vertices is at most the to-
tal weight of their neighbours in B.

Lemma 7 Let 2 = (V,E, A, B,w) be a countable unhindered bipartite web and
X C A be finite. Then, 3, cxw(®) < 3 cppxw(y) where E[X] = {y | 3z €
X. (z,y) € E} denotes the neighbours of X .

This lemma allows us to understand a linkage in an unhindered bipartite web
as an A X B matrix over the reals where the weights on A are the row sums of
the countable matrix and the edges describe the matrix elements that may be
non-zero. In the proof below, we will use the following result about the existence
of a countable matrix with given marginals.

Proposition 1 (Matrix with given marginals) Let f : A — R>¢ and g :
B — Rxq for countable sets A, B such that 3, f(i) = ;cp 9(j) < 0o, and let
R C A X B. Assume that ), x f(x) < ZJER[X] 9(j) for all X C A. Then, there
exists a function h: A X B — Rx>q such that for alli € A and j € B:

— h(i,j) =0if (i,j) € R,
= f() =X jephlig), and
- g(]) = ZieA h(l,])

Proposition 1 follows easily from the following proposition by Kellerer, which
is an instance of Strassen’s theorem [35]. We have formalized neither Kellerer’s
proposition nor Strassen’s theorem; instead, we adapted Kellerer’s proof so that
we directly prove Prop. 1. This proof uses the max-flow min-cut theorem for finite
networks.

Proposition 2 ([20, Satz 4.1]) Let f,g : N — R>g and t : N x N — R such
that 3 ;e t(i,j) < oo for alli € N, and >, \t(i,j) < oo for all j € N, and for
all sets X, Y CN,

SrE) <Yt i)+ Y gG)  and D g() < D i)+ Y f(i)

ieX i€X jEN-Y JjEY i€X ieN—X
JEY JEY

Then, there ezists a function h : N x N — R>g such that h < t and f(i) =
ZjEN h(’L,j) G/fbd g(]) = ZieN h(%]) fO’I" all Za] S N

We can now prove bipartite linkability in the bounded case. The proof starts
with a sequence of increasing finite subsets A, of A that converge to A, and
suitable, possibly infinite subsets B, of their neighbours in B. For these subsets,
we obtain an A, X B, matrix h, with the right marginals. This sequence hn
converges and its limit yields the desired linkage, using a majorised convergence
argument with the bound on the neighbours.
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Theorem 3 (Bounded bipartite linkability) A countable unhindered bipartite
web 2= (V,E, A, B,w) contains a linkage if 3, c our () w(y) < oo for allz € A.

Together with the reduction from Sect. 3, this yields a proof for Thm. 1 when
only the source s and the sink ¢ in the network A = (V, E, s, t, ¢) may have outgoing
edges whose total capacity is infinite, i.e., df (z) < oo for € V — {s,t}. The
max-flow min-cut use cases in probability theory [33] and privacy [9] satisfy this
condition, as we show in Sect. 7.

4.2 The Unbounded Case

We now show that Thm. 2 holds even when the neighbours of a vertex have
infinite total weight. Our proof generalizes Aharoni et al.’s from loose to unhin-
dered bipartite webs. For the remainder of this section, we always assume that
2 =(V,E, A, B,w) is a countable bipartite web. We write 2 © f for the bipartite
web 2 where the weight of the vertices has been reduced by the current f that
flows through them.

Definition 15 (Residual web) If 2 = (V, E, A, B,w) is a bipartite web and f
a current in £2, we write 2 © f for the web (V, E, A, B,w’) where the new weight
function w’ is given by w'(z) = w(z) — df (z) for z € A and w'(x) = w(z) —d; (z)
for z € B.

The proof rests on the following step: If {2 is unhindered, then we can find a
current f that saturates some vertex a € A such that the residual web 2 & f is
unhindered again.

Lemma 8 (Vertex saturation in unhindered bipartite webs) If 2 is un-
hindered and a € A, then there exists a current f in 2 such that d?(a) = w(a)
and 26 f is unhindered.

With this lemma, we can now prove that countable unhindered bipartite webs are
linkable (Thm. 2). The proof is analogous to [3, Thm. 6.5], but uses our Lemma 8
instead.

Proof (Proof of Thm. 2) Enumerate the vertices in A as a1, a2, .... Recursively
define a family f,, of currents in 2 as follows:

(i) fo is the zero current.
(ii) For n > 0, pick a current gn in £2 & fn—1 such that dj (an) = woey, ,(an)
and 26 fn_1 © g is unhindered. Set f, = fn—1 +g.

A simple induction on n shows that f, is a well-defined current in {2 and 26 fy, is
unhindered for all n; here, Lemma 8 applied to 26 f,,_1 ensures that g, exists. Set
g(e) = sup{fn(e) | n € N} for e € E. Then, g is a current in 2 with dj (z) = w(z)
for all x € A. As every current in a bipartite web is a web-flow, g is the linkage
we are looking for. O

The proof of the saturation lemma 8 uses the following theorems and lemmas,
which have already been proven by Aharoni et al. [3]. We have formalized all of
them and fixed the glitches in the original statements and proofs.
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Theorem 4 (Flow attainability [3, Thm. 5.1]) Let A = (V,E,s,t,c) be a
countable network with s # t, no loops and no incoming edges to s, and such that
for allx € V —{t}, the sum of capacities of the incoming edges to x or the sum of
capacities of the outgoing edges from x is finite, i.c., d; (x) < oo or df (z) < oo.
Then there exists a flow f in A such that d}"(s) =sup{lg| | g is a flow in A} and
ds (z) < |f| forallz € V.

Lemma 9 ([3, Lemma 6.7]) Let 2 = (V,E, A, B,w) be a countable bipartite
web and let u :: V. — R>q such that u(z) =0 for x € A, u(y) < w(y) fory € B,
and e = Y cpu(z) < co. Let 2 = (V,E, A, B,w — u) be the web 2 with w
reduced by w. If £2' is >e-hindered, then 2 is hindered.

Lemma 10 ([3, Cor. 6.8]) Let g be a current in 2 with ¢ := )", _p dg (b) < .
If 2 6 g is >e-hindered, then (2 is hindered.

Lemma 11 ([3, Lem 6.9]) Let 2 be loose and b € B with w(b) > 0. For every
0 > 0, there exists an € > 0 such that € < § and (2 with the weight of b reduced by
€ s unhindered.

5 Discussion of the Formalization

We have formalized all definitions, theorems, and proofs mentioned in this paper
in Isabelle/HOL. This includes all the lemmas and underlying theory; informal
proofs can be found in the accompanying report [29]. In this section, we discuss
the challenges we faced and the design decisions we made. The issues with the
original definitions, theorems, and proofs and their corrections are discussed in
the next section.

Graphs are formalized using Isabelle’s record package [31] as an extensible
record with one field for the edge relation, given as a binary predicate over the
vertices of type «a. This yields the projection function edge :: « graph = o = a =
bool for the edge field.! From this, we derive the set E of edges as an abbreviation.

record « graph = edge :: @« = o = bool
definition vertex :: & graph = o = bool
where vertex G x = (Jy. edge G x y V edge G y x)
type-synonym « edge = a X «
abbreviation E :: « graph = o edge set where Eq¢ = {(z,y). edge G z y}

We derive the set of vertices from edges of the graph rather than modelling
them separately. This has the advantage that we encode the condition £ C V' xV in
the construction and do not have to carry around this well-formedness condition in
our formalization. Conversely, graphs in this model cannot have isolated vertices.
This is without loss of generality as isolated vertices cannot contribute to any flow
or to the edges entering or leaving a cut.

Networks are formalized as an extension of the record graph. So all operations
on graphs also work for networks. The same applies to webs.

1 The record package achieves extensibility with structural subtyping by internally gener-
alizing o graph to (a, 3) graph-scheme, where 3 is the extension slot for further fields. For
example, [ is instantiated with the singleton type unit for graph. All operations on graph are
actually defined on graph-scheme so that they also work for all record extensions. We omit this
technicality from the presentation.
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record « network = o graph + record a web = a graph +
capacity :: @ = ennreal weight :: o = ennreal
source :: « A« oset
sink :: « B ::aset

Records provide a simple and lightweight means for grouping the components
of a network or web. Particular properties such as countability, finite capacity and
weights, and disjoint sides A and B, are formalized as locales [7]. For example,
the locale countable-network below enforces that there are only countably many
edges, the source is not the sink, and the capacities are finite and 0 outside of
the edges. Using the (structure) annotation on a record variable like A [6], we
can omit the network (or web) as subscripts, e.g., in the assumption countable E;
Isabelle automatically fills in the corresponding parameter. We use this notational
convenience mainly for definitions that need custom syntax anyway, e.g., £, RF,
and RF°. For plain HOL functions without special syntax like capacity and source,
it is usually faster to type the record parameter than to enter special syntax.

locale countable-network = fixes A :: @ network (structure)
assumes countable E and source A # sink A
and e ¢ E = capacity A e = 0 and capacity A e < co

Since flows, cuts, and capacities are always non-negative, we use the extended
non-negative reals ennreal from Isabelle/HOL’s library everywhere. Summations
like the in-degree d™ are expressed using the Lebesgue integral nn-integral over the
counting measure count-space A on the set A. So every subset of A is measurable
and all points have equal weight. Moreover, every function is integrable and we
need not discharge neither integrability nor summability conditions in the proofs.
Just the finiteness conditions of the form »_ ... < co are ubiquitous.

We also formalize capacities and weights as ennreal and explicitly require them
being finite in the locales. This avoids coercions from the real numbers real into
ennreal, which would complicate the proof formalization. For example, the in-
degree d (f) of y is defined as

definition d-IN :: (a edge = ennreal) = a = ennreal
where d-IN fy=>"_ v f (z,9)

where » . g desugars to nn-integral (count-space A) (Az. g). We let the sum-
mation range over UNIV, the set of all values of o, not only the neighbours of y.
Instead, we enforce that f is 0 outside of E, e.g., via the capacity assumption in
countable-network. This way, d-IN depends only on f and not on the graph. This
simplifies the formalization because when we consider f in the context of different
graphs, d-IN f is trivially the same for all of them.

Regarding the mathematical background theory, we found that most relevant
theorems were readily available in the Isabelle/HOL library: limits, infinite sum-
mations via the Lebesgue integral, monotone and majorised convergence, lim sup
and lim inf. There is even a generic formalization of Cantor’s diagonalization ar-
gument by Immler [19]. The Bourbaki-Witt fixpoint theorem [12], however, was
missing. We therefore ported the Coq formalization by Smolka et al. [34] to Is-
abelle/HOL. It is now part of Isabelle/HOL’s library. We have also contributed
many lemmas about ennreal and nn-integral to the library.

Apart from identifying and fixing glitches and mistakes in definitions and proofs
(Sect. 6), we faced three main challenges during the formalization. First, the def-
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inition and proof principles in the paper are often not suitable for direct for-
malization. For example, the original proofs construct trimmings, linkages and
saturating flows using transfinite iteration and transfinite induction with ordinals.
We have replaced them with fixpoints of increasing or decreasing functions in a
chain-complete partial order, using Bourbaki-Witt’s fixpoint theorem (Lemmas 3,
6, and 8). This way, we did not need to formalize ordinals and their theory.

Second, applying the theorems from the Isabelle library often needs a small
twist. The proof for the existence of a maximal wave in Sect. 3.2 demonstrates
this. The proof that the least upper bound |_|i€] fi for a chain f; of currents in
a web I is a current relies on Beppo Levi’s monotone convergence theorem. The
challenge here was that the monotone convergence theorem applies only to count-
able increasing sequences, whereas Isabelle’s formalizaton of chain-complete partial
orders demands the existence of least upper bounds for arbitrary (uncountable)
chains. We bridge the gap by finding a countable subsequence of any such chain,
which relies on the currents being non-zero only on the countably many edges.

Third, we often faced the problem that a statement had some precondition
that was not met when we wanted to apply it. In an informal proof, these pre-
conditions would be assumed “without loss of generality” or ignored altogether.
We deal with them in two ways: either introduce a reduction that ensures the pre-
condition, or generalize the definitions and proofs so that the precondition is not
needed. Reductions are in general preferable as generalizations often complicate
the definitions and proofs. Additional reductions can be seen, e.g., in Lemma 2. It
assumes that there is no direct edge from s to t and all edges have positive capac-
ity. The final theorem 1 does not make these assumptions. We therefore introduce
another reduction that splits a potential s-t edge by introducing a new vertex and
removes all edges with no capacity. Similarly, the reduction to bipartite webs in
Sect. 3.4 assumes that the web does not contain loops. These loops would originate
from loops in the original network; so we have another reduction that eliminates
loops in networks. Reductions are not always feasible though. The example of the
quotient web (Def. 12) is discussed in the next section.

On the positive side, reasoning about paths in networks and webs was much
less of a pain than we had expected. We formalized a finite path as a list of vertices,
which allows us to reuse Isabelle’s library for lists to manipulate and reason about
paths. For example, the predicate distinct expresses that a path does not contain
cycles, and 7 @ [x] @ 7’ denotes the concatenation of the two paths 7 @ [x] and
[r] @7’. Moreover, we found that £, RF, and RF® are powerful concepts that allow
us to avoid explicitly dealing with paths in the main lemmas about flows—once
we had proven enough properties about them.

Table 1 shows line counts of the Isabelle theories for different parts of the for-
malization, as a proxy for the formalization effort. These counts exclude empty
lines. The left part lists the material that is used by both linkability proofs for
bipartite webs. This covers the concepts of networks, flows, webs, currents, (max-
imal) waves, and trimmings, as well as the reductions from networks to webs and
from webs to bipartite webs. On the right, the line counts are shown for linka-
bility of bounded (Sect. 4.1) and unbounded (Sect. 4.2) countable bipartite webs,
together with the line counts for the helper statements 1 and 4. The unbounded
case requires about 3.6 times as much space as the bounded case if we include the
formalization of the helper statements. If we exclude the helper statements, the
ratio is about 5.4. This highlights how much more complicated the general case is.
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Table 1 Line counts for different parts of the formalization, not counting empty lines

Shared ‘ Bounded Unbounded
preliminaries 200 matrix for marginals (Prop. 1) 845
networks & webs 2214 flow attainability (Thm. 4) 1954
reductions 1248 bipartite linkability (Thms. 3 / 2) 593 3158
total 3662 ‘ 1436 5112

We have also generated a PDF from the Isabelle theories using Isabelle’s doc-
ument preparation system. The material corresponding to shared and unbounded
fill 236 pages. Aharoni et al. need a bit more than 10 pages in [3]. This gives an
expansion factor of about 23. This is much higher than for text book mathematics,
where the factor is typically well below 10 [8,36]. We take this as an indication
that the original paper is very dense.

6 Problems in the Original Proof

We now discuss the problems we have identified in the original paper during the
formalization.

Reduction to bipartite webs This is the main problem we have found. Aharoni et
al. [3] claim that the reduction to bipartite webs from Sect. 3.4 preserves looseness,
but this is not the case. In Fig. 10, the web I' on the left is loose, its bipartite
transformation bp(I") on the right is not loose, because it contains the non-zero
wave shown. The problem is that there is no path from the (infinitely many)
vertices y; (where ¢ € N) to b. In a finite web, we could remove all vertices that
cannot reach a vertex in B, because they cannot contribute to a web-flow. In the
infinite case, however, we cannot do so easily because such infinite paths do occur
in infinite networks and absorb parts of the (maximal) flow; an example is given
in the conclusion. So their key theorem [3, Thm. 6.5], namely that every countable
loose bipartite web contains a linkage, cannot be used to prove the general case.

Instead, we strengthen the theorem to countable unhindered bipartite webs
(Thm. 2). The induction invariant now is 2 © f,, being unhindered rather than
being loose, and the induction step (Lemma 8) must also be generalized. Fortu-
nately, the original high-level ideas carry over; our proof composes the lemmas 9,
10 and 11 in a different order. We regain looseness from unhinderedness by first
finding a maximal wave and reducing the weights, similar to what is happening in
Lemma 4. Note that the reduction bp does not preserve unhinderedness either, as
the example in Fig. 11 shows. The web on the left is not loose as it contains the
shown wave.

Quotient webs Quotient webs (Def. 12) are an example where the definition had to
be changed. This change propagates to the proofs of the basic properties of quotient
webs. In detail, the original definition sets the edges as Ep/y = {(z,y) € E | = ¢
RF-(f) Ay ¢ RFR(f)}, i.e., an edge may point to one of f’s essential terminal
vertices. Our Definition 12 excludes these edges. The difference is illustrated in
Fig. 12. The quotient I'/f on the right of the web I and the wave f on the left
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Fig. 13 Wave f in a web
none of whose trimmings

Fig. 12 A wave f in a web I" (left) and the quotient web g satisfies Aharoni et al.’s
I'/f (right). The quotient contains the problematic edge condition TER(g) — A =
(2, ) only in [3]. E(TER(f)) — A.

contains the edge (z,x) only with the original definition. This edge invalidates a
number of statements, e.g., that f + ¢ | (I'/f) is a current or a wave if g is a
current or a wave in I', where g | (I'/f) restricts g to the vertices of I'/ f. Take,
e.g., g(a,z) =2, g(z,2) = g(z,y) = 1, and g(e) = 0 otherwise.

Our definition therefore excludes this edge. And while we were at it, we also
changed the definition of A,y and the weights so that the two sides of the quotient
are always disjoint and vertices without edges have weight 0. These changes ensure
that the quotient web meets the assumptions of the reduction to bipartite webs
(Sect. 3.4). Accordingly, we had to adapt the existing proofs about the quotient
web’s properties or find new ones.

Trimmings The definition of trimmings (Def. 11) is an example of a small glitch
that affects proofs only minimally. For trimmings, Aharoni et al. [3] require the
stronger condition TER(g) — A = E(TER(f)) — A instead of £&(TER(g)) — A =
E(TER(f)) — A. The two are equivalent only if there are no vertices with weight
0, but webs may contain such vertices. So Lemma 3 need not hold for such webs.
For example, Fig. 13 shows a wave f that does not have a trimming according to
Aharoni et al.’s definition [3, Def. 4.7]. Every wave g has « € TER(g) because x
has weight 0, but = ¢ E(TER(f)) — A = {y}.

Reduction from networks to webs The first step in the proof reduces networks to
web (Sect. 3.1). The reduction in [3] contains two flaws, which we have fixed.
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S .
s,a a,t B

Fig. 15 The network on the

Fig. 14 A network (left) and the corresponding web top shows that condition (ii)
(right) which contains an A-B-separating set of termi- in Def. 10 is needed for the
nal vertices (grey) which do not correspond to a cut of reduction to the web at the
the network. bottom.

First, Aharoni et al. [3] define a cut as a set of edges of the form {(x,y) € E |
x € SNy ¢ S} for some set of vertices S such that s € S and t ¢ S. They claim
that if S is A-B-separating in web(A), then £(S) is a cut. This need not hold as
the example in Fig. 14 shows. The grey web vertices ab and bc separate A and
B and are both essential (ab is essential due to the edge to bt and bc due to the
edge to ct). But the set {(a,b), (b,c)} of corresponding edges in the network is no
cut, because b occurs both as the end and as the start of an edge. As the two grey
vertices in Fig. 14 are orthogonal to the web-flow, the reduction as stated in [3]
fails for this network.

Instead, we define the cut S corresponding to an A-B-separating set S as the
roofing of the source vertices of the edges in S. Moreover, A-B-separating sets
orthogonal to a web-flow can only contain two neighbouring web vertices if one
of them has weight 0. Therefore, our Lemma 2(c) requires that all network edges
have positive capacity.

Second, the original definition of orthogonality in webs [3] is too permissive. In
detail, they call an A-B-separating set S orthogonal to a web-flow f iff S C SAT(f)
and f(z,y) = 0forallz € V-RF°(f) and y € RF°(f). Our notion of orthogonality
strengthens theirs in two respects. First, we change y € RF°(f) to y € RF(f).
This is necessary to avoid the problem from Fig. 14. Second, we add the condition
(ii) in Def. 10. Figure 15 shows why the condition is needed. The grey vertex A-
B-separates the web at the bottom and is orthogonal to the zero web-flow. Yet,
the edge (s,a) is not orthogonal to the zero flow in the network at the top.

Flow attainability The proof of the unbounded bipartite case (Thm. 2) makes use
of the flow attainability theorem (Thm. 4). Aharoni et al. [3, Thm. 5.1] have proved
it in the special case when d. (z) < oo for all z € V and there are no incoming
edges to s. A careful analysis shows that their proof generalises to our statement.

Vertex saturation in bipartite webs The proof of Lem. 8 constructs the desired
current by transfinitely iterating a saturation function sat over a pair of a current
fn in 2 and a wave h, in 2 6 f with two invariants:

— all vertices other than the vertex a to be saturated are sinks of fy, i.e., dj{ (z) =
0 for = # a.
— 26 (fn + hn) is unhindered.

Aharoni et al. [3, Lem. 6.10] stated Lem. 8 with “unhindered” replaced by “loose”.
Their proof is structurally similar to ours, but assumes that 26 (frn + hy) is loose
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Fig. 16 A loose bipartite web 2 with a sequence of currents f, (left) and the residual web
200 = 26 (limp— 00 fr) of the limit flow (right), which is not loose as shown by the non-zero
wave.

rather than unhindered. Yet, taking the limit preserves only unhinderedness, not
looseness. For example, Fig. 16 shows a loose bipartite web on the left. Suppose
that we want to saturate the vertex a; and suppose that the saturation function
sat always picks ba as the neighbour vertex whose weight should be reduced. Then,
we can get a sequence of webs (£2,)nen = 2 O (fn + hn) with weight reductions
on bz given by wg, (b2) = 2 — %, corresponding to the currents f, shown in
Fig. 16. Since §2,, is loose, the waves h,, are always the zero wave. In the limit
n — oo, the residual web 2o = 2 6 (limn—oo(fn + hn)) is not loose as shown
by the wave in Fig. 16 on the right. Our proof does not suffer from this problem
because our induction invariant is unhinderedness rather than looseness.

7 Application: Relation Lifting over Discrete Probability Distributions

We now formalize an application of the max-flow min-cut theorem: the charac-
terization of the relator for discrete probability distributions. We follow Sack and
Zhang’s proof [33], which generalizes the proofs by Desharnais [14] and Baier et
al. [5] from finite to discrete distributions. This relator plays an important role
in probabilistic bisimulation [13], probabilistic relational Hoare logic [10], and
bounded natural functors [17]. At the end of this section, we highlight two use
cases of the characterization theorem (Sects. 7.1 and 7.2).

Definition 16 (Probability mass function) A discrete probability distribu-
tion over elemenary events {2 is given by a probability mass function X :: £2 — Rx>¢
such that > ., X(w) = 1. So X(z) denotes the probability mass for each ele-
mentary event . An event A C (2 has then probability P[X € A] =} ., X(z).
The support supp(X) of X is the set of elementary events with positive mass:
supp(X) = {x € 2| X(x) > 0}. This set is countable.

Definition 17 (Marginal) For a discrete probability distribution over pairs of el-
ementary events with probability mass function X :: {21 X {22 — R>(, the marginals
mX and m2X are given by mX(z) = P[X € {z} x 2] and mX(y) = P[X €
20 x {y}l.

The relator for discrete probability distributions transforms a relation R between
elementary events into a relation R" between discrete probability distributions.

Definition 18 (Relator for probability distributions) Let R C 21 x {22 be a
relation between elementary events. The lifted relation R' relates two distributions
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X (z1)
X (z2)

Fig. 17 Network for the characterization of the relator for discrete probability distributions
and some cut (grey area).

X and Y over {21 and 22, respectively, iff X and Y are the marginals of some
joint distribution Z over 21 x {22 whose support is contained in R. Formally,

R = {(X,Y)|3Z2. X =mZAY =m2Z Asupp(Z) C R}.

We are interested in the following characterization theorem, where we let
R[A] ={b€ 22| Ja € A. a R b} for a relation R C {1 X {22 and A C {2;.

Lemma 12 (Characterization for T [33, Lemma 1]) Let R C 21 x 22 and
X and Y be two discrete probability distributions over 21 and (22, respectively.
Then the following are equivalent:

I.XR'Y
2. P[X € A] < P[Y € R[A]] for all A C

Proof The direction 1 = 2 easily follows from the definitions. For the direction
2 = 1, Sack and Zhang [33] consider the countable network A = (V| E, s,t,¢)
shown in Fig. 17. The vertices are the disjoint union of supp(X) and supp(Y)
and additionally the source s and the sink ¢. Edges connect the source s to each
x; € supp(X) and each y; € supp(Y) to the sink ¢; their capacities are given by
the probability masses X (x;) and Y (y;) respectively. Moreover, there is an edge
between every z; € supp(X) and y; € supp(Y). Its capacity c(zi,y;) = es,; is
defined as e; ; = 2 if z; R y; and 0 otherwise.”

By the max-flow min-cut theorem (Thm. 1), this network has an orthogo-
nal flow f and cut C. The flow’s value |f| is at most 1 as |f| = d}'(s) =
Dwesupp(x) L (@) < X cquppx) X (@) = 1. Conversely, the cut C’s value [C] is
at least 1 by the following analysis:

1. If C = {s} or supp(Y) C C, then |C| > 1 holds trivially, using ¢t ¢ C in the
latter case.
2. Otherwise consider L = C Nsupp(X). For the example cut in Fig. 17, we have
L ={z1,z2}.
(a) If R[L] € C, then some edge (x;,y;) leaves the cut C for some z; € L
and y; ¢ C with x; R y;. (For example, (x1,y3) in Fig. 17 if we suppose
z1 Ry3.) So |C| > e;,; = 2.

2 Sack and Zhang set e;,; = oo if x; R y;, but the max-flow min-cut theorem handles only
finite edge capacities. Their argument works unchanged for any value greater than 1, such as
our choice of 2.
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(b) If R[L] C C, then all edges (x;,y;) leaving C have capacity e;; = 0.
(In Fig. 17, we would have neither z1 R y3 nor z2 R y3 and thus e1 3 =

e2:3 = 0.) Then, |C] = (L, cappix) -2 X (@) + (Syen Y)) = PIX ¢
L+ P[Y € R[L]] > P[X ¢ L]+ P[X € L] = 1, where the inequality comes
from the premise of the backwards direction.

Since A does not contain infinite paths, we get |f| = |C| by flow preservation and
thus |f| = 1. Set Z(xs,y;) = f(xi,y;) for x; € supp(X) and y; € supp(Y) and
Z(x,y) = 0 otherwise. Then Z is a probability mass function over 1 x {22 and a
witness to the existential in Def. 18. O

As is, this proof needs the unbounded max-flow min-cut theorem. Since R
may relate an elementary event x; to infinitely many neighbours y; € R[{z;}],
the network A violates the condition of the bounded case (Sect. 4.1): df (x;) =
2oy eR{z)] €3 = Dy, eR({z,)) 2 = 00 % 0.

Yet, we can tweak the capacity definition so that the modified network sat-
isfies the condition of the bounded case. For z; R y;, we choose e;; = Y (y;)
instead of e; ; = 2. Then df (z;) = >y eRI{w}) €id = 2y,eri{ay Y W) = P[Y €
R[{z;}]] < 1. The proof remains the same except for the argument that |C| > 1.
The above case distinctions are all subsumed by the following general analysis.
Every edge in the network originates either in some x; or in some y; or in s. We
consider the following sets:

— L = CNsupp(X) the origins x; of edges (z;,y;) that might leave C.
— K =Cnsupp(Y) the origins y; of edges (y;,t) that leave C (as t ¢ C).
— S =supp(X) — C the targets x; of edges (s, ;) that leave C (as s € C).

(In Fig. 17, we have L = {z1,22} and K = {y1,y2} and S = {z3}.) Then

IC] = Zm_eL Zy/,ER[{m_}]_C c(xi,y;) + Zy,.eK c(yj,1) +Zmes (s, xi)

ZEyJER[L]_c Y (y;) ZZy_,.ecm[L] Y (y;) :Zziesx(%‘)

For the inequality of the first sum, rather than adding c(x;,y;) = Y (y;) once for
each of y;’s neighbours z; in L, we add it only once for each y;. In the second
sum, c(yj,t) = Y(y;) and K O C' N R[L] justifies the inequality. In the third sum,
we use ¢(s,x;) = X (x;). So

|C| > PlY € R[L] - C]+P[Y € RILINC]+ P[X € 5]
=P[Y € R[L]]|+P[X ¢ L]
>PXeLl+PX¢Ll=1.
We have formalized both Sack and Zhang’s proof and the modified proof of
Lemma 12 for the relator rel_pmf from Isabelle/HHOL’s probability theory library.?

Interestingly, the analysis of the modified network requires the about same number
of proof lines as the proof with ¢; ; = 2.

3 Sack and Zhang’s proof is formalized in the theory Rel PMF_Characterisation in the
accompanying AFP entry [25] version for Isabelle2016-1. The modified proof can be found
in the current development version at https://devel.isa-afp.org/browser_info/current/AFP/
MFMC_Countable/Rel_PMF_Characterisation . MFMC.html.


https://devel.isa-afp.org/browser_info/current/AFP/MFMC_Countable/Rel_PMF_Characterisation_MFMC.html
https://devel.isa-afp.org/browser_info/current/AFP/MFMC_Countable/Rel_PMF_Characterisation_MFMC.html
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7.1 Distributivity over relation composition

Let Re S ={(z,2) | Jy. t Ry Ay S z} denote the composition of the relations R
and S. The relator _T distributes over relation composition, i.e., (ReS)T = RTeS™.
So _" satisfies the functor laws, interpreted in the category of relations, as the other
functor law (=) = (=) holds trivially. Distributivity over relation composition is
also required for discrete probabilities being a bounded natural functor (BNF)
in the category of sets. BNFs are the modular building blocks for constructing
datatypes in Isabelle/HOL [11].

Typically, the difficult part is the direction from right to left: If X RT Y and
Y ST Z, then X (ReS)" Z. In previous work [17], we have formally derived this
directly from the definition (Def. 18), where we were able to cut the proof from
initially 577 lines down to 46 lines with substantial effort. In contrast, Lemma 12
makes this proof trivial: for all A, we have P[X € A] < P[Y € R[A]] < P[Z €
S[R[A]]] and S[R[A]] = (R e S)[A].

7.2 Parametricity of fixpoints of subprobabilities

Unlike a probability distribution, a subprobability distribution X may leave some
probability mass unassigned, i.e., 3° ., X(2) < 1. In Isabelle/HOL’s probability
library, a discrete subprobability distribution X over {2 is represented by a proba-
bility mass function X :: 2+ — R>( where _1 adds a new element L to a set; this
element L absorbs the probability mass that is not assigned to 2. We write ID(£2)
for the set of all subprobability distributions over §2. The corresponding relator _T
lifts a relation R between {21 and {22 to subprobability distributions over {21 and
2o; it is given by R = {(X,Y) | X (R")T Y} where R* extends R with the pair
(L,1).
Lemma 12 yields the following characterization of M asa corollary:

Corollary 1 For a relation R C 21 X {22 and subprobability distributions X ::
D(1) and Y :: D(§22), the following are equivalent:

1. XR"Y
2. PIY € 2] < P[X € 1] and P[X € A] < P[Y € R[A]] for all A C ;.

Subprobability distributions are partially ordered by X C Y iff X(w) < Y (w)
forallw € 2, i.e., every elementary event w other than the artificial 1 has the same
or higher probability with Y than X. This ordering is chain-complete, i.e., every
chain X has a least upper bound sup X. The least element is the subprobability
distribution 0 that assigns no probability mass to 2. Measuring the probability of
an event is chain-continuous: Plsup X € A] = supxcy P[X € A] for a chain X of
subprobability distributions. Chain-completeness yields a least fixpoint operator
fix :: (D(2) 5 D(N)) — D(N) via transfinite fixpoint iteration starting from 0
(and similarly for functions that return subprobability distributions), where ~>
denotes the space of monotone functions.

The next proposition states that fix preserves relation lifting. This preservation
property forms the cornerstone for proving that recursively defined subprobabil-
ities are relationally parametric, which itself is used for example by Isabelle’s
Transfer [18] and Types-To-Sets packages [21]. In [27], we define a probabilistic
loop operator as a fixpoint and prove it being parametric this way.
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Proposition 3 The fizpoint operator fix preserves relation lifting. Let f :: D(£21) 5
D(21) and g :: D(22) B D(22) such that X RYY implies f(X) R" g(Y) for all
X and Y. Then fix(f) RT fix(g).

Proof By parallel induction on the two fixpoints. The base case 0 RT 0 is triv-
ial and the inductive step is exactly by assumption. The interesting part is the
transfinite inductive step: If X = Xo, X1, X2,...and Y = Y1, Y5, Y3, ... are chains
of subprobability distributions over 2; and {22 such that X; RT Y; for all i, we
must show that (supX) R" (sup)), too. With Cor. 1, this directly follows from
order-continuity of measuring the probability of an event:

PlsupY € 22] = sup; PIY; € 22] <sup, P[X; € 1] = Plsup X € ]
Plsup X € A] = sup,; P[X; € A] <sup,; P[Y; € R[A]] =P[supY € R[A]] O

Our formalization of this proof lives in the theory SPMF.thy in Isabelle/HOL’s
probability library, with the 2 = 1 direction of Lemma 12 as an additional
assumption using an Isabelle locale (changeset 1bc6816fd525, lines 1697-1823).
We discharge this assumption in our AFP entry [25].

8 Related work

Lee [24] and Lammich and Sefidgar [22, 23] have formalized the max-flow min-cut
theorem for finite networks in Mizar and Isabelle/HOL, respectively. Lammich
and Sefidgar additionally formalize and verify several max-flow algorithms. We
reused Lammich and Sefidgar’s formalization in our proof of Prop. 1. We make
no algorithmic considerations, as countable networks are infinite objects that lie
beyond the reach of traditional notions of algorithms.

Lyons and Peres [30, Thm. 3.1] consider countable locally finite networks, where
every vertex has only finitely many neighbours, and without a sink. They show
that the maximum flow’s value equals the value of a minimum cut, where a cut here
contains an edge of every infinite simple path that starts at the source. Like our
proof for the bounded case, their proof extends the max-flow min-cut theorem for
finite networks using majorised convergence. Since their graphs are locally finite,
all summations of interest are finite by construction.

We have already mentioned related work on the characterization of the relator
for (sub)probability distributions in Sect. 7. The related work on the distributivity
proof for T is discussed in detail in [17].

CertiCrypt [10] formalizes a probabilistic while loop as a fixpoint using the
Coq library ALEA [4]. Deriving the pRHL while rule is equivalent to showing that
while is parametric. Barthe et al.’s proof manually constructs the witness for the
existential in Def. 18 explicitly for while, by defining a coupled execution of the
related while programs. Our fixpoint rule works for general fixpoints. In fact, we
have derived parametricity for a probabilistic while loop from Prop. 3 by just
unfolding definitions [27].

Barthe et al. [9] have generalized the relator _T to an approximate lifting oper-
ation called =-lifting. They derive a corresponding characterization using an anal-
ogous argument. Like Sack and Zhang, they wrongly set e; ; = oo instead of using
a sufficiently large finite value. Moreover, we can tweak the edge capacities in their
network as we did for Sack and Zhang’s in Sect. 7 so that every vertex’s outgoing
total capacity is finite. Formalizing this generalization is left as future work.


https://isabelle.in.tum.de/repos/isabelle/diff/1bc6816fd525/src/HOL/Probability/SPMF.thy
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1/ 1/8 1/4 1/2 1/ 1/a 1/8 1/21'
T

Fig. 18 An infinite network with an orthogonal pair of a cut and a flow.

9 Conclusion

In this paper, we have formalized a strong max-flow min-cut theorem for countable
networks in Isabelle/HOL. To rule out anomalities due to the network being infi-
nite, the theorem statement avoids imprecise infinite sums and instead compares
the saturation edge by edge. During the formalization, we have discovered and
fixed a number of problems in the original proof [3].

Arguably, this statement still does not capture the intuition fully. For example,
the infinite network in Fig. 18 has a cut of value 4 with an orthogonal flow. This
is the cut that the proof of Thm. 1 constructs. Yet, this cut is not minimal: The
cut that separates the upper nodes from the lower nodes would be saturated by
a flow of 2 units (not shown). This illustrates the intricacies of infinite networks:
The out-flow from the source s of value 3 drains away in the infinite ray s — 1 —
T2 — x3 — .... Conversely, the in-flow to the sink ¢ of value 4 is pulled in via
the infinite path ... — y3 — y2 — y1 — z — t. So this network shows that the
outflow from the source may exceed the capacity of a cut and yet not saturate it.

Aharoni et al. [3, Sects. 7-8] study two restrictions on networks that avoid
such anomalies: networks without infinite edge-disjoint paths and locally-finite
networks. We have not yet formalized these results. Neither result applies to the
network in Fig. 18. So finding a more intuitive statement of the max-flow min-cut
theorem for countable networks is still an open problem.
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