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ABSTRACT

We prove a strong version of the Max-Flow Min-Cut theorem for countable networks, namely that in every such network there exist a flow and a cut that are “orthogonal” to each other, in the sense that the flow saturates the cut and is zero on the reverse cut. If
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**Flow** \( f : E \rightarrow \mathbb{R}_{\geq 0} \)
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- Value \( |C| = \sum_{(x,y) \in E, x \in C, y \notin C} c(x,y) \)
- \( |C| = 3 + 5 + 1 \)
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Max-Flow Min-Cut Theorem
In every finite network, there exist a cut \( C \) and a flow \( f \) s.t. \( |C| = |f| \).
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\[ C = \{ s, x_1, x_2, \ldots \} \quad |C| = \infty \]

\[ f(e) = 1 \quad |f| = \infty \]

\[ g(e) = \frac{1}{2} \quad |g| \neq \infty \]

Avoid infinite sums!

**Max-Flow Min-Cut Theorem** [Aharoni et al.]

There exist a cut \( C \) and a flow \( f \) s.t.

- \( f(x, y) = c(x, y) \) for \((x, y) \in E, x \in C, y \notin C\)
- \( f(x, y) = 0 \) for \((x, y) \in E, x \notin C, y \in C\)
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\[ \sum\left(\frac{1}{n^2}\right) = \frac{\pi^2}{6} \]
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Pick a leaking vertex and reduce incoming flow.

if any

\[ f = \text{fix}(\text{bp}_G) \]

Flow is a ccpo

Knaster-Tarski?

bp$_G$ is not monotone

Bourbaki-Witt!

bp$_G$ is decreasing!

\[ \lambda \rightarrow \forall \]

Isabelle
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\[ \alpha \]
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$\text{Backpressure fixpoint}$

$\text{bp}_G: \text{Flow} \Rightarrow \text{Flow}$

Pick a leaking vertex and reduce incoming flow.

if any $f = \text{fix}(\text{bp}_G)$

$\text{Flow} = (E \Rightarrow_R \geq 0, \geq)$ is a ccpo

Knaster-Tarski? $\text{bp}_G$ is not monotone

Bourbaki-Witt! $\text{bp}_G$ is decreasing!
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\[ \lambda \rightarrow \forall \beta = \text{Isabelle} \]

\[ \alpha \]

\[ \text{HOL} \]
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Backpressure $bp_G : Flow \Rightarrow Flow$

Pick a leaking vertex $\downarrow$ if any and reduce incoming flow.

$f = \text{fix}(bp_G)$

$Flow = (E \Rightarrow \mathbb{R}_{\geq 0}, \geq)$ is a ccpo

Knaster-Tarski? $bp_G$ is not monotone

Bourbaki-Witt! $bp_G$ is decreasing!
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